








• ••

•

All-in-One Platform for Machine, Production, and Quality



…

Quality Production Maintenance



AI

A B C D

+







Image replay aligned with ladder logic execution for visual 
inspection of control signal behavior

Track and analyze ladder logic execution over time using a Gantt chart view

• Ladder View for Time-Specific Logic Inspection and PLC Operation Review 
via Ladder Visualization

Control Logic & Machine Synchronization
Live Logic View + Image-Based Process Visualization

Track equipment position during specific control process events

"Check operation errors of specific contact points"

Analyze past signal paths to determine failure causes and highlight the 
end control contact in the logic flow.





Replay of Process Operations
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상승 추세

Anomaly Detection via Operation Time Trend Charts
: Utilizes time-series analysis on historical operational data

Forecasting Future Trends by Applying Time-Series Algorithms to 
Historical Data

<Time-Series Algorithms>

• Moving Average: Smooths out short-term fluctuations to better reveal the 
overall data trend

• Double Exponential Smoothing: A forecasting method that considers 
both level and trend components of time-series data

• ARIMA (AutoRegressive Integrated Moving Average): Predicts future 
values based on the autocorrelation of past data

• LSTM (Long Short-Term Memory): A type of recurrent neural network 
that learns complex time-series patterns for nonlinear future prediction

Identifying the point where 
the lower limit is breached

Trend Change Detection with Daily Runtime Charts
: Visualizes point-in-time data through scatter plotting.

A gradual upward 
trend is predicted 
based on historical 
data

Signal Trend Analysis Chart













• Master pattern represents the typical behavior of a repeated operation
• By analyzing the shape of each process cycle, the system automatically identifies 

abnormal patterns that differ from the master pattern

Apply time-series algorithms to historical data to forecast future trends
<Deep Learning-Based Classification Model>

- CNN Autoencoder: Trains on normal cycle data to learn pattern characteristics and detect deviations.

<Cycle Learning Overview>
• A master pattern is generated by learning the characteristics of a sufficient number of identical 

process cycles.
• Bit-type contacts: Includes features such as the number of bars per cycle, the operation time of 

each bar, and their execution order.
• Word-type contacts: Analyzes changes in word values during the cycle (e.g., statistical summaries, 

variation trends).

Cycle Data
Pass/Fail Judgment Based 

on Master Pattern
<Normal <Abnormal>

Missing bar
(Digital)

Abnormal Data
(Analog)

Master Pattern
Generation

Bit-type contacts :
Detection of 
signal timing and 
sequence errors

Word-type contacts :
Identify differences 
in data patterns and 
statistical values

Cycle
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1-1) Digital Data
- Data gathering from PLC 

- Control Log Chart ON(1), OFF(0) 

- Cyclic and connection sequence

- Identify internal machine operation change

1-2) Analog Data
- Collected from sensors (e.g., temperature, 

pressure, vibration)

- Cyclic Patterns

- External Sensors Data

1-3) Image Data
- Camera Data

- Image Division by Frame Unit

- Detect Physical Changes in Machine 
Components

Based on digital data, extract analog and image data separately for the specified control interval



2-1) Node Generation
• Each contact point is represented as a node

• Additional nodes are created according to the number 
of operations occurring within a single cycle

Generate an adjacency matrix representing edges and weights connecting nodes in both forward and 
reverse directions

2-2) Connect Adjacent Nodes
• From the start time of the previous node → to the start 

time of the next node

• The edge weight is defined as the time difference 
between the two operation start points

• This process is repeated until no further successor 
nodes exist

2-3) Generating Adjacent matrix
• Construct a directed and weighted adjacency 

matrix

• Includes both the start and end points of control 
operations (forward and reverse directions)



3) Feature Matrix Generation
• Extract features for each node based on data type:

• Digital: Operation time

• Analog: Control interval pattern

• Image: Frame-based start/end timing and 
corresponding R/G/B values

• Each node’s features are stored as a feature vector

• All feature vectors are aggregated to form the final 
feature matrix

Generate a feature matrix to distinguish between normal and abnormal states 

based on differences in data patterns



▲ 4-1) Input Matrix Generation for the Model
• Matrix multiplication between the adjacency matrix

and the feature matrix
• Results in the final graph-structured input data

▲ 4-2) Anomaly Detection Model Construction
• Convolution and pooling layers suitable for 

extracting features in Euclidean space

• Encoder–decoder architecture for unsupervised 
learning without the need for labeled data

• The higher the reconstruction error, the higher the 
likelihood of an anomaly

Convolutional Autoencoder

(Adjacency Matrix) (Feature Matrix)
☆ Related UDMTEK Patents ☆

(Korea: 5) 10-2021-0046618, 10-2021-0050982, 10-2021-0097053,   

10-2024-0067503, 10-2025-0029505

(USA: 3) 17/658,553, 17/756,460, 17/813,738

(Japan: 1) 2023-564610



MSE
Size of 
Filter

Optimizing 
Function

Activation 
Function

Size of 
Kernel

Model

0.18698AdamReLU31

0.187132RMSPropTanh32

0.187532AdamTanh33

0.187716RMSPropReLU34

0.187732RMSPropReLU35

0.187716RMSPropTanh36

0.187816AdamReLU37

0.18858RMSPropTanh38

0.190032AdamReLU39

0.19018RMSPropReLU310

0.190516AdamTanh311

0.194032AdamReLU212

0.19428AdamTanh313

0.196432RMSPropSigmoid314

0.196832AdamSigmoid315

0.197916AdamReLU216

Anomaly Detection Model
• Utilizes a Convolutional Autoencoder (CAE) architecture

• Optimal hyperparameter combinations are explored using grid search

• Key parameters include:

• (Convolutional) kernel and filter sizes

• (Autoencoder) activation functions and optimization algorithms

• Lower MSE (Mean Squared Error) indicates better model performance

▲ Model Analysis Results
• Select cycles with the highest MSE values from the entire prediction results

• If the MSE exceeds a defined threshold, the likelihood of anomaly increases (△)

• Threshold is defined as:→ Mean of all MSE values + (3 × standard deviation)

• Cycles flagged as anomalous require further root cause analysis

Anomalous cycle data

Optimize model hyperparameters to maximize prediction accuracy and 

train the model for anomalous cycle detection.



MSEDistancePlotFeatureVariableNodeTypeCycle

0.308

33.73–DurationY1001Digital

0069 31.85–DurationY1009Digital

29.19–DurationY1035Digital

0.273

44.05Shape FactorCoolant TemperatureY1014Analog

1186 10.04Root Mean SquareCoolant TemperatureY1014Analog

10.03MeanCoolant TemperatureY1014Analog

0.240

18.56–DurationY1003Digital

0470 12.99–DurationY1009Digital

8.97Standard DeviationRedY1014Analog

Analyze multiple variables from various perspectives to identify and 

address the most influential root cause of the anomaly
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3) Model Training

1) Data Gathering

2) Data Processing

4) Model Prediction

5) Send Alarm

6) Real time Monitoring

<Graph-structured Data Generation and Analysis Module>



EffectivenessSummaryTechnology

Replay of process operations at timestamps associated with historical alarms and anomalies

1) Signal 
Analysis

Key 
Function

- Fast alarm diagnostics to reduce downtime
- Root cause analysis of anomalies to prevent recurring failures and 

improve process reliability

- Reproduce historical PLC ladder logic at specific 
timestamps

- Visualize process flow through Gantt and Ladder 
views

- Replay linked process images for contextual analysis

Operational Trend Analysis for Predictive Maintenance

2) Trend 
Analysis

- Proactive anomaly detection reduces defects through timely 
maintenance

- Optimized maintenance scheduling lowers overall maintenance 
costs by avoiding unnecessary interventions

- Anomaly prediction based on automatic detection of 
trend changes

- Signal trend analysis chart: Time-series forecasting 
based on historical data

- Daily chart: Detects detailed data variations over time

Master Pattern for Automatically Analyzing Irregularities in Process Cycles

3) Pattern 
Analysis

- Reduce operator time by minimizing manual monitoring tasks
- Automatically detect irregular anomalies to enhance quality 

stability

- A master cycle pattern is created by aggregating 
multiple instances of cycle data

- Digital signals are analyzed using Gantt charts, while 
analog trends are evaluated through waveform analysis

- A classification-based AI model is employed to 
automate normal/abnormal cycle detection

Integrated Analysis of Digital (PLC), Analog (Sensor), Image (FMVS), and Inspection Data

4) 
Integrated 

Analysis

Added
Tech.

- Maximize efficiency in quality, production, and equipment 
management through automated anomaly detection and 
classification

- Enhance root cause analysis accuracy for process defects through 
multi-source data analysis

- Consider all data generated during a single operation 
cycle—digital, analog, and image

- Automatically detect anomalies from each type of 
data




